O'ZBEKISTON RESPUBLIKASI
OLIY TA'LIM, FAN VA INNOVATSIYALAR VAZIRLIGI

FARG'ONA DAVLAT UNIVERSITETI

FarDU.
ILMIY
XABARLAR

1995-yildan nashr etiladi
Yilda 6 marta chigadi

HAYYHbLIN
BECTHUK.
PeplyY

WMznaétca c 1995 roga
Bemxogut 6 pas e rog




l MUNDARIJA

MATEMATIKA

Sh.A.Umarov

Neyron tarmaoglar yordamida anomaliyalarni aniglash tizimini loyihalashtinsh .. ... ... 4
5.5.Jo'‘raboyev, NM.Abdumutalova, D.U.Turdaliyeva

Kvarternion sonlar jismi ustida aniglangan n-tartibll matritsaning satr determinanti va

URING XOSSalaN .. e T
K.C.N'azues
Kpaesasa 3anaya onga ypaBHeHus YeTBEpToro nopagka cocTaedorowna ... 15

FIZATKA-TEXINIKA

R.Sulaymonov, Sh. Sh.Shuxratov

Paxtani yink iflosliklardan tozalashda qobirg'ali kolosniklar ta’'sinning tadgigoti ... 22
M.T.Hopmypagose, K.T.0loepaHoe, U.M. AkBapoe, H.E.Tyluues, O.l0.-Ongowes,

. X.Xampamoea

PentrenodaszoBbii ¥ acm-aHanus nneHok MngSi;, ocamaeHHbIX MOHHO-NNa3MeHHbLIM MeTogom .. 28
U.T.Berdiyev

Harbiy va fugarolik sharoitida ratchet turniketlaring samadorligi .. e
O.M.Tursunkulov, G.B.Khojieva, M.A_Sobitov, B.B Gulyamov, N.J. Uzakhergenuv
K.V.Vyacheslav, Kh.T. Nazarov, Sh.G.Khojiev

Surface formation of molybdenum foils via anodization and laser irradiation for

catalytic applications ... . SRS |-
C.M.OraxoHos, P.H. apral.ues IE.A Eu‘rupna ‘.H" ){.Ma'hpyrcpnaa FI 3 apmmesa

WccnegoBanue snuadua rmybokMX YpoBHeR Ha (hoTo3anekTpUYECckMe napamMeTpbl reTepocTpyKTYD
pldle - nGAdS M pCdTe —n-CdSe i e et s i e A

I 2025/ Ned | 3 l



FarDU. ILMIY XABARLAR @ hitps://journal fdu.uz ISSN 2181-1571

MATEMATIKA
7 FarDU. limiy xabarlar — Scientific journal of the Fergana State University

T
*._s7r8U
% —~D Volume 31 Issue 4, 2025-yil DOI: 10.56292/SJFSUlvol31_issd/a106

UO'K: 004.89:004.83'1

NEYRON TARMOQLAR YORDAMIDA ANOMALIYALARNI ANIQLASH TIZIMINI
LOYIHALASHTIRISH

NMPOEKTMPOBAHUWUE CUCTEMbI pEHAFﬂKEHHHHAHDMAHHﬁ Cc
MCNOoONb30BAHMEM HEUPOHHbBIX CETEWN

DESIGNING AN ANOMALIES DETECTION SYSTEM USING NEURAL NETWORKS

Umarov Shuxratjon Azizjonovich
Farg ona davlat texnika universiteti “Dasturiy injiniring va kiberxavfiziik” kafedrasi dotsenti,
fizika-matematika fanlari bo’yicha falsafa dokton (PhD)

Annotatsiya
Ushbu magolada malumotiar uzatish tarmogiands anomaliyalami aniglashning neyvron farmoglan asosida
aniglash tizimini sxemasini ishiab chigishning nazany asoslan vonlifgan. Ancmalivalarni anigfashning integrallashgan
tizimy arxitekturas! taklit qilingan va real vagids anomalivalami anigiash mexanizmiari tahfil gilingan. Nazany lahiilar va
amaliy lajrbalar azosida neyron tarmogll anamivalarm! aniglash tizimlan (D5, Snorf. Real Secure fizimiarga nisbatan
yugon samaradanigi anigiangan.
AHHOmMayus
B cmamse ORUCaHE MEOpemuYyeckue OCHOER! paipafiomyly CXeML! CUCMEMs! oORapyREHUA Ha OCHOoEe
Helporyoy cemed OfF cOHEDYMEHUR aHOManul s cemax nepedayy Oandkix. Mpedfo¥eHa apxumerEmypa
UHMespUposaRHol cucmemMsl o0HaDVEEHUR aHOManud U MooasHanusupossHEl MEXSHUIME oOHZDVMEeHUR
SHoOMENUT & peanbHOM EpeMerl. Ha oCHOSE MEeOopemMUYecKos0 BHANU3E U ADaKMUYEcKUX 3KCTEpUMERMOS
YCMaHoaMeHo, Ymo cucmemsi obHapywerus aHoManuld Ha ocHose HeldporHeix cemeld Gonee agdighermMuaHR!, Yem
cucmesms! (D5, Snort i Real Secure.
Abstract
The arlicle describes the theorelical basis for developing & detection sysiem scheme based on neural
nefworks for delecting anomalies in dala transmission networks. The architecture of an integrated anomaly
defection sysfem is proposed and the mechanisms for defecting anomalies in real lime are analyzed. Based on
the theorstical analysis and practical experiments, it is esfablished that anomaly defection systems based on
neyral nefworks are more effective than [0S, Snarf and Real Seciire 5vstems.

Kalit so‘zlar: axborot xavisiziigi anomaliyaiami anigiash, neyron farmogiar, inferakliv mode!, seansll model
Counterpropagation, tarmonq frafigi 105,

Knwovyessie caoed:; uHGOpMaLUOHAER OGe3onacHoche, ofHapy¥erue aHoManud, HelposAse Cemiu,
UHmMeparmuerRaR Modens, ceaHcosan Modens, KOHMppaCHpocmpaHesUs, cemesol mpagux, (DS

Key words: information security, anomaly detection, neural networks, inferactive model, session model,

counter-profiferation, netwark traffic, 105.

KIRISH

So'nggl yillarda anomaliyalarni anmiglash usullari va vositalan axborotni himoya qilish
sohasidagi turli magsadli dasturlarda muhim orin egallab kelmogda. Ushbu usullar ilgar
uchramagan noma’lum hujumlarni aniglash imkonini beriganligi uchun soha mutaxassislar bu
yo'nalishga katta etibor garatmogda. Bu esa, o'z navbatida, himoyaning oldini olish
strategiyasini ishlab chigarishda va amalga oshirishda asosiy talablardan biriga aylanmogda.
Anomaliya deganda ob'ekining normal, ruxsat etilgan modelidan tizim foydalanuvchisi ishtiroki
yoki tarmoq faolligi asosida har ganday chetga chigish harakati tushuniladi.

Anomalivalarni aniglash wvazifasini formal go'yilishi guyidagicha bo'ladi: axborot tizimi
tomomdan ma'lum cheklangan T vagt davomida gayta ishlanadigan kinsh ma'lumotlar D to'plami
orqali belgilanadi. Bu I’ vaqt chekli bo'lganligi sababli, D to'plam ham chegaralangan bo'ladi. D
to'plamni ikkita 4 va B qism to'plamdan iborat deb garaladi: 4 to'plam - anomaliya yoki hujum
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deb hisoblanadigan ma'lumotlar, B toplam esa tzim uchun xavfsiz deb hisoblanadigan
ma'lumotiar bo'lsin. Demak,
AcDBcD AnB=S . AJB=D_

E to'plamining barcha elementlan anomaliyalarmi tahll giluvchi tizimiarming  bilimlar
bazasiga kirtilgan bo'lishi kerak. Turli hujumiar hagidagi ma'lumotlami o'z ichiga olgan 4
to'plamining elementlan avvaldan bilimlar bazasida bo'lmaydi. O’z navbatida, B to'plamni
ob'ektning xarakteristkasini, ya'ni foydalanuvchi harakatlan, tarmog faolligim tavsifliovchi B, B

turli kichik to'plamlarga ajratish mumkin, ular ruxsat etiigan modelning shablonlari deb ham

yuritiladi.
B=| B
iml

Agar ob'ektning foydalanuvchi harakatlar, tarmoq faolligi ruxsat etilgan modeli anig
formallashtirilgan va hujumning aniglash tizimining bilimlar bazasida to'liqQ mavjud bo'lsa, u
helda nazariy jihatdan 1- va 2-tur xatolarini paydo bo'lish ehtimoli nolga teng bo'ladi. Lekin,
zamaonaviy axborot tizimlarining murakkabligiga bog'lig bo’lgan real cheklanishlar paydo
bo'ladi, bu esa B to'plam elementlarining yetarlicha to’lig va anig formallashtiriimasligiga olib
keladi.

MATERIALLAR VA USULLAR

Amalda turli foydalanuvchilaming tarmoq faolligining ruxsat etilgan facliyatining barcha
mumkin bo'lgan vanantlarini hisobga oladigan bunday universal anomaliyalarni aniglash
tizimini yaratish imkonsiz bo‘lganligi sababli, vazifa quyidagi yo'llar bilan hal gilinishi mumkin:

1) Ko'p sonli foydalanuvchilaming tarmoq trafiklarining ruxsat etilgan harakatlarini tahlil
gilish o'miga, muayyan tizimdagi individual foydalanuvchilarming tarmog trafigining harakatlarini
moedellashtirish orgali.

2) Foydalanuvchining trafigining normal harakatimi mumkin bo’lgan vanantiarini normal
shaklda tavsiflash va ruxsat etilgan faoliyatning bir gator misollar ko nnishidagl harakat
shabloniarini tahlil gilish orgali.

Keltinlgan holatlar aynan bir server yoki ish stansiyasida joylashgan va real yoki
o'zgaruvchan kirish ma'lumotiari asosida individual foydalanuvchining tarmog trafigining
harakatlan xususiyatlariga moslashtinladigan neyron tarmogli anomaliyalarni  aniglash
tizimlarini qurish uchun asos bo'ladi.

Quyida foydalanuvchi harakatlarining kompleks modelini qurishga asoslangan neyron
tarmogli anomaliyalarni aniglash tizimini yaratishga loythaviy yondashuv taklif etiladi. Ushbu
yondashuvdagi model mos ravishda foydalanuvchi harakatining dinamik va statistik
xossalanini hisobga oluvchi interaktiv va seansli gismlardan iborat.

Interaktiv model — foydalanuvchi ish vagtidagi anomal faoliyatni aniglash uchun ishlatiladi.
Axborot tizimining har bir foydalanuvchisi uchun avvalgi harakatlari (buyruglan) asosida uning
keyingi harakatlarini (buyruglarini) bashoratlash uchun neyron tarmog quriladi va bazasi boyitiladi
{o'qitiladi) (1-rasm). p

Cr.1

L
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1-rasm. Foydalanuvchi harakatlarining interaktiv modeli

Bunda neyron tarmog ko'p gatlamli perseptron sifatida ishlatiladi, bunda t vagt momentidagi

ish natijasi quyidagi ifoda bilan aniglanadi:

Y,=F(X,) X,=lc.c.nmtiy) |
bu yerda F| ) - neyron tarmoq tomonidan amalga oshirladigan nochizigli ozgartinsh, ¢, -
seansning 7-buyrugt; = - avvalgi buyruglar soni.

Seansii model esa butun seans davomidagi foydalanuvchining noodatiy faclyatini aniglash
uchun mo'ljallangan bo'lib, buning uchun statistik ma'lumotlar to'plamidan foydalanadi. O'gitilgan
neyron tarmoq bu holatda foydalanuvchining faclligi uning avval qurilgan harakatlari modeliga
ganchalik mos kelishini aniglaydi. Seansli modelni amalga oshirishda neyron tarmogning kirish
ma'lumotlari sifatida quyidagilar olinadi:

¢, - 1-seansdagi buyruglar soni;

o; - interaktiv modelning prognoz qilingan buyruglan foiz nisbati;

k. - kompyuter ragami;

d, - i-seansning davomiyligr,

5, - i-seansning boshlanish vagti (i =12.___N ).

Seansl model uchun neyron tarmogning chigishi guyidagi funksiya bilan hischlanadi:

¥,=F(X,) X, =(c.o.h.d.5)
bu yerda F( ) - yugorida ko'rsatilgan ¢, e._h.d..s. o’zgaruvchilarga nisbatan nochizigli o’zgartirish
funksiyasi.

Bunda neyron tarmoq chigishi ikkita qgiymatni gabul qilishi mumkin: 1 - foydalanuvchining
normal harakati uchun va 0 - anomal harakat uchun. Bashorat bo'yicha, foydalanuvchining har bir
ish seansi uchun alochida audit fayh yaratiladi: unda quyidagi ma'lumotlar yozib bonladi: buyrugni
ishga tushirish vagti / buyrug identifikatori / buyrugq nomi / boshlanish yoki tugash belgisi.
Buyruglami kodlashda bir xil buyruglarga bir xil giymatlar mos kelishini ta'minlash muhimdir. Shu
magsadda kompleks modelning interaktiv gismi uchun har bir foydalanuvchi bo'yicha yigilgan
ma'lumotiar asosida korsatilgan vagt davomida foydalanuvchi tomomidan kintilgan buyruglar
to'plami tuziladi. So'ngra har bir buyrugga tegishli onlik son benladi, bu son keyinchalik audit
fayllarini buyruglar ketma-ketligiga aylantinshda ishlatiladi. Natijada har bir foydalanuvchi uchun
quyidagi ma'lumotlar to'plami tuziladi:

£l oiz12. N j=12. N,
bu yerda c - i-seansda kirtilgan ;7 -buyrug ragami; N, - i -seansdagli umumiy buyruglar soni; NV -

seanslar soni.

MNeyron tarmoglanidan tarmog trafigidagl anomaliyalarmi anigiash uchun tizimi quyidagi
vazifalarmi hal gilishga imkon beradi:

1. Ethernet tarmog’i segmentining tarmogq frafigini ushlab olish;

2. TCP/IP protokollar steklari paketlarining mazmunini dekodlash;

3. Dekodlangan paket asosida statistik ka'rsatkichlarni shakilantinish;

4. ARTZM adaptiv neyron tarmoqglarini go'liash va vekiorlarni klasterlash yo'li bilan tarmog
trafigi profillarini shakllantirish;

h. Ogitish jarayonida shakllangan klastertardan ko'rsatkichlar vektorlarining chigishi
asosida anomal tarmoq faolligini aniglash;

6 Modelning dastuny komponentlari faoliyati to'g nsida statistk ma'lumotiami yigish.

Paketlarni ushlab olish uchun LIBPCAP kutubxonasi funksiyalaridan foydalaniladi. Har
bir kadr sana, vagt va kadr uzunligini ifodalovchi sarlavha bilan birga gayd gilinadi. Dekodlash
modul ko'rsatkichlar vektorini shakllantiradi. Parametriar sifatida qaysi tarmoq osti paketlarini
tahlil gilish manzili, MAC va IP manzillarining ruxsat etilgan TCP va UDP port ragamlaridan
foydalaniladi. Hosil bo'lgan wvektorning koordinatlari paketlar nuqgtasi va berilgan vagt
oralig’idagi paket parametrlari giymatlarining o'rta arifmetigidan iborat Jami statistik

l 6 | | 2025/Na4 I
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ko'rsatkichlar vektori 20 ta koordinatani o'z ichiga oldi: 1-3. Vaqgt birligidagi kiruvchi va
chiguvchi IP-paketlar soni. 4-6. Vagt birligidagi kiruvchi va chiquvchi TCP-paketlar soni. 7-9.
Vaqgt birligidagi kiruvechi va chiquvchi UDP-paketlar soni. 10. Vagt birligidagi hal etilmagan
UDP portlariga so'roviar soni. 11-12. Vagt birligidagi tugallangan va tugamagan UDP protokoli
bo'yicha so‘rovlar soni. 13. Vagt birligidagi javob vagti tugagan va tugamagan UDP protokoli
bo'yicha so'roviar soni. 14-15 Vaqgt birligidagl portlarga TCP so'rovlar soni. 16-18. Vagt
bifigidagi o'rmatish holatidagi YN SEND bo'lgan TCP ulanishlari soni, bunda ochig holat -
ESTABLISHED, yopig holat -FINWAIT. 19 TCP protokolining ruxsat etilgan portlariga
so‘ravlar sonining ushbu protokolning barcha portlariga so‘rovlar soniga nisbati. 20, TCP
ulanishlari sonining umumiy ulanishlar soniga nisbati. Keltirilgan tahlil asosida istigbolli
integratsiyalashgan anomayalarni aniglash tizimi arxitekturasi quyidagicha bo'ladi (2-rasm).

Axborot
Foydalanuvehi e
Foydalanuve “Axborot
‘rovi tizimi javohi
so'rovi
———»
Kavisiz
: axborot
Operatsion Wi
hzim

. Server
Z2-rasm. Integratsiyalashgan anomayalami aniglash tizimi
Ko'rib chigilayoigan kombinatsiyalashgan hujumiarni aniglash usulining o'ziga xosligi
shundaki, neyron tarmegga kirish ma'lumaotlarini tanish va ularmi n=K+1 ta mumkin bo'lgan
sinflardan biriga ajratish vazifasi yuklatiladi. Bular hujumlar sinflari yoki xavfsiz ma'lumotiar sinfi
bo'lishi mumikin.

Kirish Koxonen Grosberg
gatlami gatlami gatlami

3-rasm. Clarama-garshi targalishning gibnd neyron tarmog’i

Turli xildagi neyron tammoglaming xususiyatlarini giyosiy tahiil gilish shum ko'rsatdiki,
ma'lumotlarni gayta ishlashning eng yaxshi natijalari garshi targalishning gibrid neyron tarmog’i
{Counterpropagation network) yordamida olinishi mumkin. Ushbu tarmoq kirish gatlarmidan tashgari
2 ta gatlamning ketma-ket ulanishidan iborat: Koxonen gatlami va Grossberg gatlami (3-rasm).

MUHOKAMA VA NATIJALAR

Gibrid tarmogni o'gitish ikki bosqichda amalga oshiriladi. Birinchi bosgichda Koxonen
gatlami o'gitiladi. Bu holatda "o'gituvchisiz” o'gitish algoritmi va "G'olib hamma narsaga ega bolad”
tamoyili go’llaniladi. Ushbu algortmning mohiyati kinsh vektorining X, X, komponentiarini

Koxonen gatlami neyronlar bilan bog'lovchi shunday sozlashdan iboratki, berilgan kinsh vektori
uchun ushbu gatlamning fagat bir neyroni chiqishda mantigy bir {"neyron-golib"} bolladi, qolgan
barcha neyronlar esa nolga teng bo'ladi. Yakunda, o'qgitish jarayoni tugagandan so'ng, Koxonen

lzﬂzs.-wgcl ' [ 7 I
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gatlami tanish funksiyasini bajaradi, ya'n kirish vektori X ning hujum mavjudiigi yola yo'qgligi
belgilari bilan tavsiflanadigan u yoki bu klasterga tegishliligi hagida xulosa beradi.

Ikkinchi bosgichda Grossberg gatlamining bog'lanish vaznlari sozlanadi. Ushbu gatlam
"o'gituvchi bilan" o'gitiladi va Koxonen gatlamining hosil bo’lgan tasedifiy chigishini neyron
tarmoqli klassifikator chigishlanga aylantiish uchun xizmat giladi. Bunda barcha qatlamiar
emas, balki fagat Koxonen gatlamining neyron-goliblan bilan bog'langanlan o zgartinladi.
QQarama-garshi tarqalish tarmogining afzalligi uning umumiashtirish qobiliyatidir. Neyron
tarmogni o'gitish jarayonida kirish vektorian tegishii chigish vektorian bilan bog'lanadi, bunda
tarmogning umumlashtirish gobiliyati hatto to'lig bo'lmagan yoki buzilgan kirish vektori holatida
ham to'g'ni chigishni olishga imkon beradi. Integratsiyalashgan neyron tarmogli anomaliyalarni
aniglash tizimi dasturty modulini amalga oshirish uchun asaosiy platforma sifatida Apache 1.3
www-serveri tanlandi. Foydalanuvchi va www-server o'rtasidagi almashinuv HTTP 1.1
murakkab amaliy daraja protokoli orgali amalga oshirildi. Axborot tizimi xavfsizligini ta'minlash
uchun CGl va Cookie o'zgaruvchilarining ruxsat etilgan giymatiarini nazorat gilish zarur deb
gabul gilindi.

Meyron tarmogning kinshlar som m=4=9x4=36 ga teng deb gabul gilinadi, ya'mi nazorat
gilinadigan 9 ta o'zgaruvchining har bin 4 ta mumkin bo’lgan giymatdan binmi gabul qilishi mumkin.
Tarmoq chigishiar soni soddalashtirish uchun tarmog chigishida foydalanuvchining xavfsiz ishlashi
uchun "1" va hujum holatida "0" olinadi. Aslida, tarmogning ancha moslashuvchan ish logikasi
qo llanildi:

N Y=0.7 - "hujum yo'q",

» Y=0.3 - "hujum mawvjud";

. 0.3=<Y=<0.7 - xato garor {1- yoki 2-turdagi xatolar).

Taggoslash uchun, neyron tarmogl anomaliyalarmi aniglash tizimidan tashgar, keng
targalgan hujumlami aniglash tizimlan Snort va Real Secure Network Sensor skanerlash usuli bilan
testdan o'tkazildi (1-jadval).

1-jadval
Anomaliyalarni aniglash tizimini skanerlash natijalarining qiyosiy jadvali
Tun Umumiy | To'gni 2-turdagi Umumiy Soxta 1-turdagi
hujumiar | aniglangan xato xavisiz ishoralar | xato
soni hujumiar soni | ehtimolligin | se‘roviar soni | soni ehtimolligi
Messus skanerlash

Neyron tarmogli 1247 1149 0,08 132 Fi 0,05
AAT .

Real Secure | 1247 732 0.41 132 3 0,02
Network Sensor

Snort 1247 | 821 0,34 132 24 0,18

o _Nikto skanerlash ]

MNeyron tarmogli | 3125 2986 0,04 83 8 0,10
AAT :

Real Secure | 3125 1029 0,67 83 2 0,02
Network Sensor

Snort 3125 | 936 0,70 83 13 0,16

X5pider skanerlash

Neyron tarmogli 32 o7 0,03 62 12 0,19
AAT .

Real Secure 732 632 0,14 62 3 0,05
Network Sensor

Snort 732 | 548 0,18 62 5 0,08

XULOSA

Jadvaldan ko'nnib tunbdiki, hujumiami aniglashning kombinatsiyalashgan usulini go’llagan
neyron tarmogli anomaliyalami aniglash tizimi kiassik anomaliyalarni aniglash tizimilarga nisbatan
xato garorlar gabul gilish ehtimolini 4-5 marta kamaytirishni ta'minlaydi.
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Nazary tajnbalar natijalariga ko'ra neyron tarmoq signaturali analizatorga alternativa emas,
balki tarmoq trafigining statistik xossalanni sezilarli darajada buzuvchi, vagt bo'yicha tagsimlangan
hujurmlarni aniglash uchun unga go'shimcha sifatida go'llanilishi kerak.

Bajarilgan nazariy tadgigotlarming natijalan shuni ko'rsatadiki, signaturalarmni  gidirish
usulidan asosiy usul sifatida foydalanilganda foydalanuvchining xavfsiz harakatlan shablonlan
to'plamini qo'shish 2-turdagi xato ("hujumni o'tkazib yubonsh") payde bo'llish ehtimolligining
o'zganshiga olib kelmaydi. Shuningdek, hujumlaming "noamq” tavsifi bilan signaturalarmi gidirnish
usulidan foydalanilganda foydalanuvchining xavfsiz harakatlarining aniglovchi shablonlari sonining
oshishi 1-turdagi xato ("soxta hujum™) paydo bo'lish ehtimolligining kamayishiga olib keladi.
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