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Abstract

In the present paper, the inverse source problem is formulated and studied for a degenerate sub-diffusion
equation in a rectangular domain. By employing the method of separation of variables, a spectral problem was obtained
for an ordinary differential equation concerning the spatial variable. The existence of the eigenvalues and eigenfunctions
of this spectral problem was established by equivalently reducing it to a homogeneous second-kind Fredholm integral
equation with symmetric kernels. Using the theory of integral equations, the existence of the eigenvalues and
eigenfunctions was further confirmed. The solution to the inverse source problem is expressed as the sum of a Fourier
series over the system of eigenfunctions of the spectral problem. The uniform convergence of the obtained series of
solution were proved.

Annotatsiya

Ushbu maqolada to‘g'ri to‘rtburchak soha chegarasida buziladigan subdiffuziya tenglamasi uchun faqat fazo
o‘zgaruvchisiga bog‘liqQ manbani aniqlash hagidagi teskari masala bayon gilingan va o‘rganilgan. O‘zgaruvchilarni ajratish
usulidan foydalanib, oddiy differensial tenglama uchun spektral masala hosil qilingan. Spektral masalaning xos sonlari va
xos funksiyalarining mavjudligi uni simmetrik yadroli bir jinsli 2-tur Fredgolm integral tenglamasi ekvivalent keltirish orqali
integral tenglamalar nazariyasidan foydalanib isbotlangan. Teskari masalaning yechimi, spektral maslaning xos
funksiyalar sistemasi orqali Fure qatorlari ko 'rinishida topilgan. Hosil gilingan qatorlarning yaqinlashuvchiligi isbotlangan.

AHHOMauus

B 0OaHHolU pabome cgopmynuposaHa u uccriedogaHa obpamHasi 3adadya ornpedesieHuss ucmoYvHuka Ons
8bIPOXOEHHO20 cyb0ughghy3UOHHO20 ypasHEHUs 8 NpsiMoy2osbHOU obnacmu. C ucrosib308aHUeM Memoda pa3oesieHust
rnepemeHHbIX Oblna roflydeHa criekmpanbHas 3adada O0nsi O0ObIKHO8EHHO20 OughbbepeHyuanbHO20 ypasHeHUs
omHocumenbHO rnpocmpaHcmeeHHolU nepemeHHou. CyuwecmeogaHue CcoOCMEEeHHbIX 3HadyeHull U CcO6CMEEeHHbIX
yHKyuli GaHHoU criekmparsbHol 3adayqyu Oblfi0 yCmMaHOB8JIeHO [1ymeM 3K8UBaneHmHo20 ceedeHusi K 0OHOPOOHOMY
uHmMezpanbHoMy ypasHeHuro ®pedzonbma 8mopoco poda ¢ cummempuyeckum sdpom. Janee, ¢ npuMeHeHUeM meopuu
UHMeezparbHbiX ypasHeHul, cyujecmeogaHue CcO6CMEEHHbIX 3HayeHuli U cobcmeeHHbIX yHKYuUl  6bIno
dononHumesnbHoO nodmeepxadeHo. PeweHue obpamHol 3adadyu npedcmasrieHo 8 sude cyMmmbl psida Pypbe no cucmeme
cobcmeeHHbIX QYyHKYUU criekmparnbHoUl 3adayu. [JokasaHa pagHoOMepHasi CXoOUMOCMb MOJTyYeHHO20 psida peweHud.

Key words: time-fractional diffusion equation, degenerate equation, inverse problem, spectral method.

Kalit so‘zlar: vaqt bo'yicha kasr tartibli diffuziya tenglamasi, buziladigan differensial tenglama, teskari masala,
spektral metod.

Knrodeenle cnoga: ypasHeHuUe OpobHo-epemeHHoU Oughgby3uu, 8bIipoxxOeHHOe ypasHeHuUe, obpamHas 3adaya,
criekmparsnbHbit Memoo.

INTRODUCTION
Fractional calculus is an area of mathematical analysis that deals with the study and
application of integrals and derivatives of arbitrary order. In recent decades, fractional calculus has
gained increasing significance due to its applications in various fields of science, engineering, and
the theory of complex systems. For more information on this research, we refer the reader to [1],
[2], [3], [4], and the references therein. During the past few decades, researchers have paid
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attention to studying the fractional analogs of integer-order differential equations. It can be

explained that, on the one hand, various types of real-life processes are represented by such

equations, and on the other hand, it is an intrinsic necessity of the theory of differential equations.
LITERATURE REVIEW

Along with initial-boundary value problems, researchers have also focused on studying
inverse problems and problems with non-local conditions for one-term and multi-term time-
fractional diffusion equations. In [5], M.Ruzhansky et al. considered non-local problems for the
time-fractional diffusion-wave equation with general operators having a discrete spectrum. They
proved the existence and uniqueness of the solutions to the considered problems. The work [6] by
E. Karimov et al. is devoted to the study of a non-local initial problem for a multi-term time-
fractional space-singular equation. In this direction, we also note the work [7] on the inverse source
problem for the time-fractional space-degenerate heat equation and [8] on inverse problems for a
multi-parameter space-time fractional diffusion equation with non-local conditions. Additionally, the
work [9] is devoted to studying the inverse problem of restoring the initial data of a solution,
classical in time, and with values in the space of periodic spatial distributions for a time-fractional
diffusion equation and a diffusion-wave equation. It should be noted that the aforementioned works
consider only non-degenerate time-fractional equations.

However, both local and non-local boundary value problems for degenerate partial
differential equations involving fractional derivatives of the unknown function remain poorly
explored. The study of boundary value problems for such equations is of great significance not only
from a theoretical perspective but also from a practical one, as these equations and their
corresponding problems arise in the mathematical modeling of various phenomena in gas and
hydrodynamics, the theory of small surface deflections, mathematical biology, and other scientific
fields.

3. THE MAIN RESULTS
3.1. Formulation of the problem.

In the rectangular domain €2 = {(x,t) 0<x<1,0<t< T}, we consider the following
equation
Dou(x,0)=(x"u), + f(x) (1)
where u(x,t), f(x) are the unknown functions, and D, is Caputo fractional
differential operator « order [10]
1 Lo (2)dz
Dig(t)= jg ( 21 (n=Re(y)+1>0)
F(n—a)o(t_z)

a, [ are given real numbers, such that 0 <a <1, 0< S <1.
Assuming f(x) is a known function, we will first give the definition of the regular solution
of equation (1).

Definition. A function u(x,t ) satisfying equation (1) in the domain ), and the following
conditions u(x,t) € C(f_l) CDg;u(x,t), (xﬁux) € C(Q) is called regular in the domain ()

solution of the equation (1).
For equation (1) we investigate the following inverse-source problem:
Problem. Show the existence and uniqueness of the pair of functions {u, f } with the

following properties:

1. u(x,t) is the regular solution of the equation (1);
2. u(x,t) satisfies the following initial
u(x,O)zgo(x), 0<x<l1, (2)

and the following nonlocal boundary conditions:

| 18 2025/Nel l
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=p ':X ﬁl/l y ]
x=0
and the following over-determination condition:
u(x,T)y=w(x), 0<x<1. (4)

where  ¢(x) is a given function such that  pp(0)=qy(l),

q [xﬂ (0'(x)]‘x_0 = p[xﬂ (0'()()] and p,q are given real numbers such that p> +¢q° #0 .

x=1
3.2. Spectral problem.
We will seek a solution of the homogeneous equation corresponding equation (1) satisfying

the conditions (3) in the form:
u(x,t)=T()X(x).

Then, concerning X(x) , we will have the following spectral problem:
LX =-[x"X'(x)] =2X (x), 0<x<l, ®
PXO)=gX(1) , q[¥’X')] =p[x"X'(x)] . ©)

We will find the eigenvalues and eigenfunction of the problem {(5),(6)}. First, we will
determine the sign of the eigenvalues, for this aim, by multiplying both sides of equation (5) to the
function X(x) and integrating with respect x over the segment [O,l], and then integrating by

parts to the integral on the left-hand side of the obtained equality and using the condition (6), we

get the following equation
1

1
2
[ [ X' dx=A] X*(x)dx.
0 0
From the last equation, it follows that A20. Let A=0 , then from the (5), we have

!
[xﬂX'(x)] =0.
It is easy to see that the general solution of the last equation has the following form

-5
+C,

b
X(x)=C, 1
where C|, C, are arbitrary constants.
From this, due to the conditon pX(0)=¢gX (1), p#q, we obtain X(x)=0,
0 < x < 1. Consequently, the spectral problem {(5),(6)} has nontrivial solutions only when A >0,

provided that p # ¢ .

To establish the existence of the eigenvalues and the eigenfunctions of the spectral
problem {(5), (6)}, we’ll use the method of Green functions. For this aim, we will construct the

Green’s function G(x,s). It satisfies the following properties:

1. G(x,s) is a continuous function for all x,s € [0,1] ;
2. In each of the intervals (0,s) and (s,1), the function
1
aG(x,S)/ﬁx is continuous, but at x = it has ajump ——;
S
3. In the intervals (0,s) and (s,1), the function G(x,s), considered

as function of the variable x, satisfies the homogeneous equation LG(x,S) =0;

l 2025Nel 19 l




Aniq va tabiiy fanlar https://journal.fdu.uz ISSN 2181-1571

MATEMATIKA

4. For Vs e(O,l), it satisfies the boundary conditions (6) concerning

the variable x .
It can be demonstrated that a function fulfilling the aforementioned criteria exists uniquely
and is defined by the following expression

p2x1—ﬂ _ pqxl—ﬁ I qz 4 pqsl—ﬂ _ qzsl_ﬂ 0<r<s
1-B)(p-q) .
G(x,s)= 2 1-8 1-p 2 1-p 2_1-p @
ps "~ —pgs " tq tpgx " —qx e<x<]
1-B)(p-q) ’

Then the problem {(5),(6)} is equivalent to the following homogeneous integral equation
with the symmetric kernel G(x,s)

X(x)zﬂjG(x,s)X(s)ds. (8)

Since the kernel G(x,s) is continuous, symmetric, and positive (A >0), the integral
equation, and hence the spectral problem {(5),(6)}, has a countable set of eigenvalues:
O<A <A <A <..<A., A —>+0,
and the corresponding eigenfunctions X, (x), X, (x),...,X (X),... form an orthonormal
system in LZ(O,I). Moreover, functions that can be expressed by the kernel G(x,s) can be
represented as Fourier series by the system of eigenfunctions [10].

Let {X, (0| " and {2,}

| be eigenfunctions and eigenvalues of the spectral problem

{(5),(6)} respectively.
Lemma 1. If the function a)(x) satisfies the conditions: a)(x) x’ a)’(x)eC [0,1] ,

Lo(x)eL,(0,1),
pa(0) = go(1),
gx” a)'(x)L:O = px” a)'(x)|

Then the function a)(x) can be expanded into an absolutely and uniformly convergent

x=1
series in terms of the system of eigenfunctions {X . (x)}‘:: on [O,l].

Proof. First, we will show the validity of the following equality under the assumptions of
Lemma 1:

w(x) = jG(x,s)Lw(s) = jG(x,s) [sﬂa)'(s)]' ds .

Indeed, considering properties of the functions @(x) and G(x,s), we have

jG(x, §)LaxXs) = jG(x,s) [sPa(s)] ds =
[’ (5)] G(x,s)]: [a(s)]G, (xs)’; ; ja)(s)[sﬂ(;s (x,5) ] ds =o(x) .

| 20 \ 2025/Nel l
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Consequently, @(x) is a function that can be representable through the kemel G(x,s).
Moreover, one can easily show that the validity of the following inequality

IGZ (x,8)ds < C, = const <+o0.

Then, by the Hilbert-Schmidt theorem [10], the function @(x) on the interval [O,l] is
expanded into a uniformly convergent Fourier series in terms of the system of eigenfunctions

+00

(X,
Lemma 1 has been proved.

3.3. Convergence of series

In this subsection, we will prove the convergence of some series which will be used the
prove the existence of the solution to the main problem.

Lemma 2. The following series converges uniformly on the segment [O, 1] :
2

, X/ (x)]
cxi() ex) el F
D Tt rE - ©)

n=1 N n=1 N n=1

Proof. Since the kernel G(x,s) of the integral equation (7) is symmetric, positive, and

continuous with respect to (x,s), by Mercer's theorem [10], this kernel is represented by an
absolutely and uniformly convergent bilinear series:

G(x’s):an(x)Xn(S)_

A

Hence, particularly, when x = s, it follows that

o0

2
Z}% =G(x,x) < C, =const .

Thus, the first series in (9) converges uniformly on the interval [0,1].
Now, we will show the convergence of the second series in (9). Due to (8) and (5), we have

1
!
X/(x)=4,[G.(x.9)X,(s)ds =—[ G, (x.5) s’ X/(5) | ds.
0
Using the rule of integration by parts and considering the boundary condition (6), we obtain
1
’ _ B v "
X' (x)= j [s7X(s) GL.(x,5)ds
We rewrite the last equality, in the following form

£
X,) JzG,, NE AP

\/_n \/2_ s | (10)

B
Now, we will show that the system {szX,; (5)/ 44, } forms an orthonormal system in

L,(0,1).

l 2025Nel \ 21 l
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By applying the rule of integration by parts and considering (5) and (6), we have

in - ‘([ ﬁX (S)X’ (S)dS ) { ﬁX;(S)Xm(S)E: __(’)‘[SﬁX,;(S):',Xm(S)dS}:

n-m

I, n=m,
j X ()X, (s)ds = (11)
A% 0, n*m.
s +o0
Thus, the system is {SzX; (s)/ \/Z}
n=1
B

follows that X:,(x)/«/ln is the Fourier coefficient of the function s2G!(x,s) concerning the

system {sﬂX; (S)/\/Z} +:

Hence, according to Bessel’s inequality [10] we have
~+00 X

an orthonormal system. Therefore, from (10), it

<j ’lar (x, s) (12)

n= 1

Using the representation (7) of G(x,s), it is easy to verify that the integral in (12) is

uniformly bounded for all xe[O,l]. Therefore, the series in (12), the second series in (9),

converge uniformly. The convergence of the remaining series is proved similarly.
Lemma 2 has been proved.
Lemma 3. Let the following conditions be fulfilled:

o(x), X’ (x), [xﬁa)’(x)]’ eC[0,1], Lo(x)eL,(0,1); and po(0) = gao(1).
Then the following inequality holds

oo 1
> Ao < J'x'/” [a)'(x)]2 dx. (13)
n=1
Proof. Using the equation (5), we can writ(é;
1 1 ,
Mo = /ij/zja)(x)Xn (x)dx = /”Ln_l/zja)(x)[xﬂ)(,; (x)] dx .
0 0

Hence, applying the rule of integration by parts twice and considering the properties of the
function a)(x) and X, (x), we obtain

Al j Bl2 g x-l/zxﬂ/z)(n (x)}dx.

Thus, the number /1/ @, is the Fourier coefficient of the function xﬁ/ 0] ( ) concerning

. Then, according to Bessel’s inequality,

n=l1

the orthonormal system of functions {ﬂ,;l/zxﬁ/z)(; (x)}

the inequality (13).
Lemma 3 has been proved.

| 22 2025/Nel l
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Lemma 4. If the conditions a)(x) xﬂa)’(x), [xﬂa)'(x)J',La)(x) EC[O,I],
x"PLa(x) e L,(0,1) hold, and if po(0) = qa(1), gx’@'(x)
following inequality holds:

i , then the

2
z/l%o < j {[Lco } dx . (13)
Proof. By equation (5), the foIIowmg equallty holds

AW =2 j (X)X, (x)dx = 2" ja) X)LX, (x)dx =

= ii/zja)(x)[xﬂX; (x)], dx .

Applying integration by parts four times and taking into account the properties of the
functions a)(x) and X, (x), we get

2o = z,i/zj[x%,; (x)]' X (x)dx = z;/zj[La)(x)]Xn (x)dx.

0

!
Replacing the function Xn in the last integral with C[xﬁX,; (x)} //In and then applying

integration by parts twice to the resulting integral, we have:

2P0 = jxﬁ/z [La)(x)]' {/ln_l/zxﬁ/zX; (x)} dx
0

14
Thus, the number /13/2@” is the Fourier coefficient of the function xﬂ/2 [La)(x)]

concerning the orthonormal system of functions {/1 V2 ﬂ/zX (x)} . Then according to Bessel's

inequality, inequality (13) holds.
Lemma 4 has been proved.
3.4. Existence of the solution
In this subsection, we will prove the existence of the solution to the problem. For this aim,

first, we will expand the functions f'(x), @(x) and w(x) by the series concerning the system of

functions {X }::1 :

n

p(x) = Z(pX (x), f(x)= ZfX (x) . y(x)= Zl//X (x),

n=l1 n=1
(14)
where @ , f and Y, are the Fourier coefficients of the functions f(x), @(x) and

w(x), respectively, defined by

= [e(0) X, ()dx, f,=[ (@)X, (@X)dx, y(x)=[w,X,(x)dx.

We will seek a solution to the Problem, in the following form

l 2025Nel \ 23 l
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u(x,t) =iun(t)Xn(x), (15)

where u (t) is an unknown function.

Substituting (14) and (15) into equation (1), the initial condition (2) and the over-
determination condition (3), we obtain the following problem for determining the unknown functions

u,(t) and f :
cDou, () +Au (H)=1,
un(o):¢n’
un (T) = Wn‘
It is easy to verify that from the last problem, we can write # (#) and f, in the following
forms:
(=LA () s ()
u ()= : — ,
TICE, Ay T
4.0, —v,)
n n n . 17
S =24, TIZE, (AT (17)
Then, the formal solution to the inverse source problem is given by
(=4,1%)
u(x,t) = (0, W) 9, (X, (), (18)
Z( - a,l(_/lnT )
N A.(p,—v.)
xX)= A ——lrn Tn X). 19
f() ;[con TICE, AT . (%) (19)

Theorem 1. Let the functions ¢ and y satisfy the conditions Lemma 4. Then, the series
defined by (18) and (19) will be the unique solution to the inverse source problem.

Proof. First, we consider the series (18). It is known that for 0 <a <1 the following
estimate is valid for the Mittag-Leffler function[4]:

—1 <E, (-2)< ! o1 z>0.
1+T'(1-a)z ’ 1+T'(+a) z

Considering the above estimate, from (18), one can easily get

(| 1-E,, (A1) |

uen|< E A * X, () <
= a,l n
+o0 |Xn(x)| +o0 \Xn(x)‘
=2 ,,//1 t,//l .
24l N 2RI

Hence, applying the Cauchy-Schwarz inequality, we have
1

Sl g e{ St
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The series on the right-hand side of these inequalities converges uniformly in x € [0,1]
due to Lemma 2 and Lemma 3. Hence, the series on the left-hand side also converges uniformly in

X on [O,l]. Therefore, the series (18) will be absolutely and uniformly convergent in €2.

Now, we consider the series corresponding to the function [xﬁux} . From (18),

considering (5), we get

![xu}

o I-FE
5]
nZ—I: ”{ - a,l(_ﬂ’nTa

E, (-4,t%)
1-E, (-A,T%)

j|x <23

(p,-w,)+o,

[+ (x)]" -

n=1

X, (%)

@

+00 Xn(x) +00
:221:/1”3/2 o, —| \//1_ ‘+Zl .

From here, using the Cauchy-Schwarz inequality, we obtain

- 232 ‘Xn(‘x)‘g < 23 2+OOX (x) ,
20l T s e

n=1

< 3/2 ‘Xn(x)‘ (x)
S <[ S S A j

The series on the right-hand side of these inequalities converges uniformly in x € [0,1]
due to Lemma 2 and Lemma 4. Hence, the series on the left-hand side also converges uniformly in
X on [0,1]. Therefore, the series corresponding to the function [xﬂux] will be absolutely and

uniformly convergent in any compact D < Q.
Now, considering the series corresponding to the function f from (19), we get

70l 2 a0, X, 0]+ 21 4”"( Pl

< ZZ ®,
n=1

n

X000+ Y

Similarly, one can show convergence of these series under the assumptions of Theorem 1.
3.5. Uniqueness of the solution of the problem
Now, we prove the uniqueness of the solution to the problem. For this aim, we suppose

that {ul,fl} and {uz,fz} are solutions to the problem. Define their difference as

u(x,t) =u, (x,t) —uy(x,1), f(x)=f,(x)— f1(x).
Since both functions satisfy equation (1) in the domain Q, their difference {u(x,l‘),f(x)}

also satisfies the same equation, and on the boundary, u(x,t) satisfies the following conditions:

l 2025Nel 25 l
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u(x,O) =0, u(x,T7)=0,
pu(0,0)=qu(L), g x"u, | =p[x"u,]
Now, consider the function:
1
u, () = [u(x,0) X, (x)dx. (20)
0
This equation can be rewritten as:
1
e Dy, (8= [« Dyu(x,0) X, (x)dx 21)
0
Using the equation (1), we further transform equation (21) into:
1
Dy, (0 = [{[¥u,(x.0) ] + ()} X, (x)alx (23)
0
after performing some simplifications, we get
1
Dy, (6) = [[¥u,(x,t) ] X, (x)x+f, . (24)
0

Using (20) and (24), along with the conditions #(x,0)=0 and u(x,7") =0, we obtain
cDou, )+ Au (H)=f,,
u,(0)=0,
u (I=0.

From the solution, it is clear f, =0, u (£)=0. Then from the last equalities taken into

account (15), it follows that
1

Ju(x,t)Xn (x)dx=0. (25)
0
As since problem {(5),(6)} is self-adjoint, its eigenfunctions will be a complete system in

L, [0,1]. Considering this from (25), we conclude that u(x,t) =0 a.e.on [0,1] forall f € [O,T].

Under u(x,t) S C(S_l), we obtain u(x,t) =0in Q. Thus, a homogeneous problem has only a

trivial solution and that problem has a unique solution.
CONCLUSION

In the present paper, we consider an inverse-source problem for a second-order, time-
fractional, space-degenerate partial differential equation in a rectangular domain. By applying the
method of separation of variables, we obtain a spectral problem for an ordinary differential
equation. Since this equation has a degenerate coefficient, we cannot find the eigenvalues and
eigenfunctions of this spectral problem in explicit form. However, by applying the theory of integral
equations with symmetric kernels, we establish the existence and some properties of the
eigenvalues and eigenfunctions of this spectral problem. Using these properties, we prove the
existence and uniqueness of the solution of the main problem.
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